
Double Deep Q-Network Based Dynamic Framing
Offloading in Vehicular Edge Computing

Huijun Tang , Huaming Wu , Senior Member, IEEE, Guanjin Qu, and Ruidong Li , Senior Member, IEEE

Abstract—With the rapid development of Artificial Intelligence
(AI) and the Internet of Vehicles (IoV), there is an increasing
demand for deploying various intelligent applications on vehicles.
Vehicular Edge Computing (VEC) is receiving extensive
attention from both the industry and academia due to its benefits
from the edge computing paradigm, which pushes computing
tasks from the core of the network to the edge of the network.
However, in the VEC environment considering vehicles to Road
Side Units (RSUs), due to the mobility of vehicles, it is still a
challenge to make dynamic and efficient offloading decisions for
compute-intensive tasks, especially in the congestion situation. In
order to minimize the total delay and waiting time of tasks from
moving vehicles, we establish a dynamic offloading model for
multiple moving vehicles whose tasks can be divided into
sequential subtasks, so that the offloading decisions are more
refined. Moreover, the proposed model is frame-based to avoid
unnecessary waiting time, which makes offloading decisions when
the subtasks of each vehicle are generated rather than offloading
subtasks after gathering subtasks of vehicles for a time slot.
Aiming to find the optimal offloading decision for sequential
subtasks, we propose a Dynamic Framing Offloading algorithm
based on Double Deep Q-Network (DFO-DDQN). Extensive
experimental results demonstrate the effectiveness and superiority
of the proposed DFO-DDQN when compared with other DRL-
basedmethods and greedy-basedmethods.

Index Terms—Vehicular edge computing, internet of vehicles,
task offloading, deep reinforcement learning.

I. INTRODUCTION

ALONG with the fast development of Internet of Things

(IoT) and communication technologies, the number of in-

vehicle applications, e.g., online gaming, Augmented Reality

(AR), and Deep Neural Network (DNN)-based intelligent

applications [1], [2], has risen significantly in recent years. The

upcoming sixth-generation (6G) wireless communication

brings together various enabling technologies and opens a new

era of ‘Internet of Intelligence’. Unfortunately, there is still a

contradiction between the huge demand to perform delay-

sensitive and compute-intensive tasks and the severely con-

strained computing resources of vehicles [3]. In the meanwhile,

with the continuous improvement of 6G networks and edge

computing paradigm, these tasks can be either performed in

vehicles, roadside infrastructure, or the cloud, which makes it

possible to make full use of the computing resources in Vehicu-

lar Edge Computing (VEC) environments.

Many efforts have been devoted to task offloading in

Mobile Edge Computing (MEC) environments, where tasks

can be divided into several subtasks that can be executed

locally or be partially offloaded to other devices [4]–[7]. In

order to perform better task offloading under poor wireless

channel conditions, partial offloading is believed to be more

suitable for tasks with stringent latency requirements, rather

than binary offloading whose tasks will be completely off-

loaded or not in edge computing [8], [9]. Compared with the

MEC environment, the conditions of VEC environments are

even more complicated due to the mobility of vehicles, espe-

cially for compute-intensive tasks which need more execution

time. To simplify the offloading-decision problems, numerous

studies [10]–[13] have divided the road into several service

sections of RSUs that do not intersect and assume vehicles in

the coverage of a certain RSU can only offload tasks to the

edge server of this RSU. This is called whether-to-offload set-

ting of RSUs, where the offloading decision is whether to off-

load or not instead of where to offload to. However, the

whether-to-offload setting of edge servers ignores the comput-

ing resources of other available edge servers and may cause

more waiting time when there is traffic congestion in the cov-

erage of the current RSU. Unlike the where-to-offload-to set-

ting, vehicles can choose multiple edge servers.

In addition, people are in great demand of Artificial Intelli-

gence (AI), which is pervading every aspect of life and traffic

is no exception. For example, the amount of computation

required per task for computing a 1024� 768 image can reach

2,640 cycles in [20], which means that executing AR tasks

requires a large amount of computation. However, executing

compute-intensive tasks in VEC environment with high

speeds is still a great challenge. It is important to note that cer-

tain compute-intensive tasks such as Apple ARkit [21] and

Google ARCore [22], which are well-modularized software

development kits that can split tasks into multiple independent

subtasks, which can be processed in sequence. Considering

the limitation of the computing abilities of local devices, such

compute-intensive tasks are usually partially offloaded to edge

or cloud servers. However, dynamic offloading of tasks with
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sequential dependencies in a VEC environment considering

both Vehicle-to-RSU (V2R) and Vehicle-to-Network (V2N)

remains unresolved. There are few studies discussing the off-

loading of sequential subtasks in the VEC environment, which

is important for applying edge computing to compute-inten-

sive tasks in the VEC environment. As shown in Table I, due

to the consideration of resource competition and decisionmak-

ing cooperation between different vehicles, the previous VEC

models were built in the form of time slots rather than in the

form of frames, where different frames correspond to different

timestamps. Slot-based offloading decisions are more coarse-

grained than frame-based offloading decisions.

In this paper, we propose a novel dynamic offloading-deci-

sion algorithm based on DDQN to optimize the total delay of

subtasks with sequential dependency, including the waiting

time caused by the subtasks congestion when the number

of subtasks received by the same edge server increases

sharply. The key contributions of this paper are summarized

as follows:

� Where-to-Offload-to Setting: In this paper, the subtask

of vehicles can choose different edge servers to offload

instead of choosing the edge server by the location of

vehicles and the coverage of RSUs.

� Sequential Subtasks Offloading: We divide compute-

intensive tasks into several sequential subtasks, which

means the latter subtask is generated after completing

the previous subtask of the same vehicle, and the results

of the last subtask need to be transmitted to vehicles.

Therefore, sequential subtasks can be executed in dif-

ferent edge servers to cope with the uncertainty of com-

munication conditions caused by the mobility of

vehicles and optimize the waiting time caused by the

limited resources in a traffic congestion environment.

� Frame-based Offloading: To further find the optimal

space of offloading decision-making, we build the VEC

model by frame-based form, so that the VEC system

can make decisions immediately once subtasks of

vehicles are generated, instead of being aggregated into

a set of subtasks in a time slot. To the best of our knowl-

edge, this work is the first one to explore the frame-

based offloading in VEC environments.

� Algorithm Design: We design a novel Dynamic Framing

Offloading algorithm based on Double Deep Q-Network

(DFO-DDQN) to solve the MDP problems and further

optimize the time delay of tasks of the multiple moving

vehicles in the VEC system. Based on simulation

experiments conducted under different VEC environmen-

tal conditions, our DFO-DDQN outperforms the greedy-

based method without task segmentation (NoSeg-

Greedy) by over 46.44% at least.

The remainder of this paper is organized as follows. Related

works are provided in Section II. The systemmodel and problem

formulation are provided in Section III. The proposed algorithm

is presented in Section IV. Extensive simulation experiments are

conducted and discussed in Section V. Section VI concludes this

paper and points out future directions.

II. RELATED WORK

In recent years, with the rapid development of AI and

autonomous driving technology, a number of studies focus on

offloading tasks in VEC environments. Huang et al. [12] pro-

posed a Lyapunov-based dynamic offloading algorithm, which

considers the uplink transmission from vehicles to Road Side

Units (RSUs) to optimize the tradeoff between energy con-

sumption, packet drop rate, and queue stability. Wang et al.

[10] proposed a dynamic offloading algorithm considering

limited resources and variable speeds of the vehicle for MEC-

enabled vehicular networks. However, the shortcomings of

the offloading methods based on classic methods are slow cal-

culation and weak generalization ability.

Apart from conventional offloading-decision approaches,

deep learning-based methods such as Federal Learning

(FL) [23], [24], Deep Imitation Learning (DIL) [25], [26],

Deep Reinforcement Learning (DRL) [14], [16]–[19], [27],

[28], Multi-agent Learning [29], [30] and Deep Meta-Learning

(DML) [15], [31], [32] have been widely applied to cope with

the challenges of dynamic offloading decision-making in VEC

environments. As far as we know, the offloading decision-

making process of sequential subtasks can be regarded as a

Markov Decision Process (MDP), where the next state is only

related to the current state. Thus, DRL is particularly suitable

for solving MDP in a complex interactive environment, where

DNNs need to learn how to represent a complicated relation-

ship (or policy p) between the state s and the action a. After
inputting the current state, the network generates an action

that causes the environment to generate a new state and a

reward value of r, as a feedback for adjusting the network.

Deep Q-Network (DQN) [33] is a classic DRL method that is

widely applied in the field of human-computer interaction. Wu

et al. [17] considered a VEC environment, where the RSU can

be switched to a sleeping or working state and proposed a

TABLE I
THE QUALITATIVE COMPARISON OF THE CURRENT LITERATURE ON DEEP LEARNING-BASED VEC SCHEMES
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DQN-based method to find the optimal offloading decision to

minimize the total delay of tasks. However, DQN still suffers

from Q-value overestimation. To solve the overestimate prob-

lem, Double Deep Q-Network (DDQN) is further proposed

in [34] by choosing actions by MainNet parameters instead of

TargetNet parameters. In addition, Huang et al. [14] proposed

a speed-aware offloading algorithm based on Deep Determin-

istic Policy Gradient (DDPG) [35] to minimize the energy

cost within delay constraints. Wu et al. [17] proposed a DQN

based method to learn the optimal scheduling policy for mini-

mizing the total delay of tasks. Luo et al. [18] propose a col-

laborative data scheduling scheme based on DQN to minimize

the processing cost with ensured delay constraints of applica-

tions. The aim of DRL-based methods is to achieve long-term

benefits than greedy-based methods, since greedy-based meth-

ods always choose the current optimal solution.

Unfortunately, the aforementioned studies ignore the depen-

dencies between subtasks, which are generally required to be

considered in AR, video stream, and other DNN-based applica-

tions. For example, we need to perform data acquisition, image

rendering, encoding, transmitting, decoding, and display in a vir-

tual reality system [36], whether to consider the order of tasks

has a great impact on the offloading decision and the overall exe-

cution time. Tang et al. [16] utilized several service vehicles to

provide computing services and designed a DQN-based algo-

rithm to offload subtasks that have order dependencies. How-

ever, it still ignores the computing services of edge servers and

roadside infrastructure. In addition, due to the mobility of the

vehicle, the transmission rate will varywith the distance between

the devices, allowing more room for optimization during partial

offloading, which is much more efficient than binary offloading

inmeeting stringent Quality of Service (QoS) requirements.

III. SYSTEM MODEL AND PROBLEM FORMULATION

In this paper, we consider a VEC system model as depicted

in Fig. 1, which consists of multiple vehicles (blue, green, and

orange represent different vehicles) and multiple RSUs, and

the tasks of vehicles are divided into several sequential

subtasks.

Once a task is generated in a vehicle, it is common to be

executed on the vehicle or executed on edge servers in RSUs

in previous studies. However, when the task needs to occupy a

large number of computing resources, executing on the vehi-

cle will occupy computing resources of the vehicle for a long

time, which may cause a safety hazard, while executing on

edge servers in RSUs will fail into two situations. One is the

congestion situation, where multiple vehicles may offload

tasks to the same edge server and some tasks need to wait for

a while because of the congestion. The other is a high-speed

situation, where the vehicle may move out of the receiving

range with a high transmission rate during execution and

transmission, causing downlink transmission to fail. To cope

with the aforementioned challenges, we segment each task

into several sequential subtasks and execute them on different

devices. The task of the m-th vehicle is divided to K parts

Fm ¼ ffm1;fm;1; . . . ;fm;Kg, where Fm is the subtasks set of

the m-th vehicle, m ¼ 1; 2; . . . ;M and the subtask fm;kþ1 is

generated on the l-th edge server when the subtask fm;k is

completed on the l-th edge server, where l ¼ 1; 2; . . . ; L and

k ¼ 1; 2; . . . ; K. The major notations used in this paper are

defined in Table II.

In the case when the edge server is not occupied when the

subtask arrives at it, the subtask can be executed immediately

and there is no need to wait (black double arrow in Fig. 1).

Otherwise, if the edge server is occupied by subtasks of other

vehicles when the subtask arrives, the subtask needs to wait

for other subtasks (red arrow in Fig. 1). Solid triangle k of dif-

ferent colors corresponds to the arrival time of the k-th subtask
of different vehicles, dotted hollow triangle k of different col-

ors corresponds to the end time of k-th subtask of different

vehicles without considering waiting time, and hollow triangle

k in different colors represents the actual end time of the k-th
subtask of different vehicles, which is also the generation time

of the kþ 1-th subtask. The transmission time can be regarded

as the gray line between the hollow triangle of k-th and the

solid triangle of kþ 1-th. The gray line represents the trans-

mission and execution process of the VEC system, and it only

can represent chronological order instead of the length of

time. When the tasks that can be divided into several sequen-

tial subtasks are partially offloaded, their subtasks can be exe-

cuted on different edge servers, so that we can make more

refined offloading decisions to cope with the mobility of

vehicles and traffic congestion. By doing this, we can get less

time delay and waiting time compared with offloading the

whole task to the edge. The last subtasks need to be transmit-

ted back to vehicles, whose amount of computation can be 0

or not. The time delay of our VEC system consists of three

parts, i.e., execution time, transmission time, and waiting time.

A. Execution Time

We denote tEm;k;l as the execution time when the current to-

do subtask fm;k of vehicle m is executed on the edge server l

Fig. 1. An illustration of our VEC system model.
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in RSUl, which can be expressed as:

tEm;k;l ¼
wm;k

fl
; (1)

where wm;k is the amount of computation of the subtask fm;k,

and fl (cycle/s) is the computing capability of the edge server

l in RSUl, where l ¼ 1; 2; . . . ; L and k ¼ 1; 2; . . . ; K. We

denote tEm;k;0 as the execution time when the subtask fm;k is

executed on vehiclem, which is calculated by:

tEm;k;0 ¼
wm;k

fm
; (2)

where fm (cycle/s) is the computing capability of the vehicle

m, and m ¼ 1; 2; . . . ;M. For subtask fm;k, the execution time

TE
m;k is:

TE
m;k ¼

XL
l¼0

IEm;k;lt
E
m;k;l; (3)

where IEm;k;l 2 f0; 1g is an indicator value that describes whether
fm;k is executed on the device l (l ¼ 0; 1; . . . ; L). For instance,
IEm;k;0 ¼ 1means the subtask fm;k is executed on vehicles, other-

wise, it is offloaded. In addition, we have
PL

l¼0 I
E
m;k;l ¼ 1.

B. Transmission Time

There are three types of transmission time, namely, tTrm;k;l,

tTrm;l;0k;l and t
Tr
l;k;m, where t

Tr
m;k;l is the transmission time from vehi-

cle m to the edge server l in RSUl, t
Tr
m;l;0k;l is the transmission

time of fm;k from the edge server l0 in RSUl0 to the l-th edge

server inRSUl, and t
Tr
l;k;m is the transmission time from the edge

server l to the vehiclem. Moreover, we assume that the channel

is a frequency-flat block-fading Rayleigh channel [8].

1) Vehicle m to RSUl: When the subtask fm;k is transmit-

ted from the vehicle m to the RSUl, the transmission rate

Rm;k;l is:

Rm;k;l ¼ Bm;llog 2 1þ P jhj2
v0ðdm;lÞ#

 !
; (4)

where Bm;l and dm;l are the bandwidth and the distance from

vehicle m to RSUl, respectively. P is the transmission power,

h is the channel fading coefficient, # is the path loss exponent,

and v0 is the white Gaussian noise power. The transmission

delay tTrm;k;l from vehiclem and the RSUl is calculated by:

tTrm;k;l ¼
Dm;k

Rm;k;l
; (5)

where Dm;k is the data size of fm;k.

Furthermore, we define CDm;k as an indicator that describes

on which device the subtask fm;k is executed. For example,

CDm;k ¼ l means fm;k is executed on the edge server l.
2) RSUl0 to RSUl: When the subtask fm;k is transmitted

from the edge server l0 in RSUl0 to the edge server l in RSUl,

which means CDm;k�1 ¼ l0 and CDm;k ¼ l, the transmission

rate Rl;0k;l is:

Rl;0k;l ¼ Bl;0llog 2 1þ P jhj2
v0ðdl;0lÞ#

 !
; (6)

whereBl;0l and dl;0l are the bandwidth and the distance from the

edge server l0 in RSUl0 to the edge server l in RSUl, respec-

tively. The transmission delay tTrl;0k;l from RSUl0 to RSUl is

TABLE II
NOTATIONS AND THEIR DEFINITIONS
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calculated by:

tTrm;l;0k;l ¼
Dm;k

Rl;0k;l
: (7)

3) RSUl to Vehicle m: When the subtask fm;k is transmit-

ted from the edge server l in RSUl to vehicle m, which means

CDm;k�1 ¼ l and CDm;k ¼ 0, the transmission rate Rl;k;m is

calculated by:

Rl;k;m ¼ Bl;mlog 2 1þ P jhj2
v0ðdl;mÞ#

 !
; (8)

where Bl;m and dl;m are the bandwidth and the distance from

the edge server l inRSUl to vehiclem, respectively. The trans-

mission delay tTrl;k;m fromRSUl to vehiclem is calculated by:

tTrl;k;m ¼ Dm;k

Rl;k;m
: (9)

For subtask fm;k, the transmission time TTr
m;k is:

TW
m;k;l ¼

PL
l¼1 I

Tr
m;k;lt

Tr
m;k;l; if CDm;k�1 ¼ 0PL

l¼1 I
Tr
l;0k;lt

Tr
m;l;0k;l þ ITrl;0k;mt

Tr
l;0k;m; if CDm;k�1 ¼ l0

(

(10)

where ITrm;k;l and ITrl;0k;l are the indicator values that both

describe whether fm;k is execute on the l-th device (l ¼ 1; 2;
. . . ; L), ITrl;0k;m ¼ 1 means the subtask fm;k is executed on

vehicles.
PL

l¼0 I
Tr
m;k;l þ

PL
l¼0 I

Tr
l;0k;l þ ITrl;0k;m ¼ 1 means that the

subtask fm;k can only be executed on one device and

ITrm;k;l; I
Tr
l;0k;l; I

Tr
l;0k;m 2 f0; 1g. ITrm;k is the transmission decision

indicator of subtasks fm;k.

C. Waiting Time

Vehicles may offload subtasks to the same edge server, espe-

cially when vehicles drive on a low speed-limit road or meet the

traffic congestion situation so that the waiting time is an inevita-

ble part when the objective is optimizing the total delay of the

VEC system. The order of executing subtasks that are offloaded

to the same edge server operates on a first-come-first-serve rule,

which means that the execution of the current subtask needs to

wait until the end of the earlier arriving subtask.

When the subtask fm;k is chosen to be executed on the edge

server l, the transmission time is:

TTr
m;k;l ¼

XL
l0¼0

ITrl;0k;lt
Tr
m;l;0k;l þ ITrm;k;lt

Tr
m;k;l: (11)

We denote TOcc
m;k;l as the occupied time of the edge server l

when the subtask fm;k arrive at RSUj and executed on the

edge server l, which is calculated by:

TOcc
m;k;l ¼ max TEnd

m;0k0 ; T
End
m;k

n o
;fm;0k0 2 F�1

m;k;l; 8k � 2; (12)

where F�1
m;k;l is the set of subtasks that are executed on RSUl

and the offloading decision is made before fm;k.

The generation time of the whole tasks for vehicles are dif-

ferent, that is, the start time of subtasks, which is denoted as

TStart
m . The end time of the subtask fm;k�1ðk � 2Þ is the sum

of four parts, which is defined as follows:

TEnd
m;k�1 ¼ TStart

m þ
Xk�1

j¼1

~Tm;j

¼ TStart
m þ

Xk�1

j¼1

TE
m;j þ

Xk�1

j¼1

TTr
m;j þ

Xk�1

j¼1

TW
m;j; (13)

where TW
m;j is the waiting time of the subtask fm;j and ~Tm;j

is the total time of subtask fm;j, which is equal to the sum of

the execution time TE
m;j, the transition time TTr

m;j, and the wait-

ing time TW
m;j.

The arrival time TA
m;k;l of the subtask fm;k arriving at RSUl

is calculated by:

TA
m;k;l ¼ TEnd

m;k�1 þ TTr
m;k;l: (14)

When some subtasks arrive at the edge server l earlier than
subtask fm;k, then the waiting time TW

m;k;l is:

TW
m;k;l ¼ TOcc

m;k;l � TA
m;k;l if TOcc

m;k;l > TA
m;k;l

0 else

�
(15)

Therefore, the waiting time of fm;k can be calculated as:

TW
m;k ¼

XL
l¼1

IEm;k;lT
W
m;k;l: (16)

where IEm;k;l is the indicator value describing whether fm;k is

executed on the edge server l.

D. Problem Formulation

The total delay of the task of vehicle m is TEnd
m;K , and the

total delay of the VEC system is:

TSum ¼
XM
m¼1

TEnd
m;K: (17)

To avoid occupying the limited computing resource of

vehicles and taking too much transmission time between the

edge server and vehicles, we offload almost all subtasks to the

edge server except the last subtasks that should be transmitted

back to vehicles, which means ITrl;0K;m ¼ 1 for vehicle m when

CDm;K�1 ¼ l0. The last subtask may include result data or

even a small amount of computation that needs to be executed

in the vehicle. Accordingly, the dynamic offloading problem

in the VEC environment with sequential subtask dependency

is formulated as:
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ðP1P1Þ min
IE
m;k;l

;ITr
m;k

: TSum ¼
XM
m¼1

TEnd
m;K; (18)

s:t: :
XL
l¼0

IEm;k;l ¼ 1; (19)

XL
l¼0

ITrm;k;l þ
XL
l¼0

ITrl;0k;l þ ITrl;0k;m ¼ 1 (20)

IEm;k;l; I
Tr
m;k;l; I

Tr
l;0k;l; I

Tr
l;0k;m 2 f0; 1g (21)

ITrl;0K;m ¼ 1 (22)

where Eq. 19 indicates that fm;k can only be executed on one

device, Eq. 20 indicates that fm;k can only be transmitted to

one device, and Eq. 22 indicates that the last subtask need to

be transmitted back to vehicles.

IV. DYNAMIC FRAMING OFFLOADING ALGORITHM

BASED ON DOUBLE-DQN

In this part, we make offloading decisions in the order of the

generation time of each subtask of multiple vehicles. The gen-

eration time TG
m;k of subtasks fm;k is calculated as:

TG
m;k ¼ TEnd

m;k�1; 8k � 2: (23)

As shown in Fig. 2, the process of making the offloading

decision of whole tasks in the current road is divided into differ-

ent offloading frames tp of subtasks, where p ¼ 1; 2; . . . ;MK.

The proposed Dynamic Framing Offloading algorithm

based on Double Deep Q-Network (DFO-DDQN) is as shown

in Fig. 3. The state s, action a, and reward r are set as follows:
1) State Space: The state in our model consists of the fol-

lowing two parts, namely, the information of subtasks and the

environmental information.

� Subtask Feature (SF): It includes the amount of compu-

tation w and the data size D of subtasks. After the cur-

rent subtask corresponding to the current tp is executed,
the locations of the subtask feature with wm;k and Dm;k

are updated with zeros, and the new subtask feature is

generated. It is worth mentioning that the number of

subtasks of a vehicle can be less than K and the empty

position is filled up with zero. The p-th SF state SF ðtpÞ
is as shown in Eq. 24.

SF ðtpÞ ¼ ð sfp1 ; sfp
2 ; . . . ; sfpMÞ

¼

wp
1;1 wp

2;1 � � � wp
M;1

Dp
1;1 Dp

2;1 � � � Dp
M;1

wp
1;2 wp

2;2 � � � wp
M;2

Dp
1;2 Dp

2;2 � � � Dp
M;2

..

. ..
. . .

. ..
.

wp
1;K wp

2;K � � � wp
M;K

Dp
1;K Dp

2;K � � � Dp
M;K

0
BBBBBBBBBBBBB@

1
CCCCCCCCCCCCCA

(24)

where sfpm ¼ ½wp
m;1; D

p
m;1; w

p
m;2; D

p
m;2; . . . ; w

p
m;K;D

p
m;K �T

is the subtask information set of m-th vehicle in frame

tp, and wp
m;k and Dp

m;k are the amounts of computation

and the data size of subtask fm;k when in frame tp,
which are computed by Eq. 25 and Eq. 26, respectively.

wp
m;k ¼

0; if fm;k has been executed before tp
wm;k; else

�
(25)

Dp
m;k ¼

0; if fm;k has been executed before tp
Dm;k; else

�
(26)

� Vehicle Feature (VF): It includes four aspects of infor-

mation, namely, the start time of the whole tasks of

vehicles, the computing ability of vehicles, the speed of

vehicles, and the location information of vehicles in cur-

rent tp. After the subtask fm;k is executed, the environ-

mental characteristics are updated as the situation

changes, e.g., the location information of the vehicle m
changes. The p-th VF state VF ðtpÞ is as shown in Eq. 27.

VF ðtpÞ ¼ ðvfp1 ; vfp2 ; . . . ; vfpMÞ

¼

TStart
1 TStart

2 � � � TStart
M

f1 f2 � � � fM

v1 v2 � � � vM

xp
1 xp

2 � � � xp
M

0
BBB@

1
CCCA (27)

where vfpm ¼ ½TStart
m ; fm; vm; x

p
m�T is the vehicle infor-

mation set ofm-th vehicle in frame tp. x
p
m is the distance

from the starting point of the road ofm-th vehicle when

in frame tp, which can be calculated by TStart
m ; vm, and

TEnd or obtained from the monitoring system of the

reality.

The state in frame tp is as Eq. 28:

sðtpÞ ¼ ½sfpT1 ; vfpT1 ; sfpT2 ; vfpT2 ; . . . ; sfpT
M ; vfpTM �T : (28)

2) Action Space: In tp frame, we need to compare which

subtask among the current to-do subtasks is the earliest gener-

ated one, denoted as fðtpÞ ¼ argminmT
End;p
m , where TEnd;p

m is

the generation time of the current to-do subtasks of m-th vehi-

cle in frame tp, which is calculated by Eq. 29:

Fig. 2. An illustration of the frame-based offloading process. The execution
time is necessary for a subtask, while the waiting time and transmitting time
may be zero.
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TEnd;p
m;kp

¼ TStart
m ; kp ¼ 0

TEnd
m;kp

; kp � 1

(
(29)

where ðm; kpÞ is the index tuple of the current to-do subtask of
m-th vehicle in frame tp.

The action space is A ¼ ½a1; a2; . . . ; aL�, each of whose ele-
ment corresponds an edge server, where al 2 f0; 1g andPL

l al ¼ 1, l ¼ 1; 2; . . . ; L. fðtpÞ ¼ fm;k in frame tp means

the current action choice aðtpÞ is the offloading decision of the

k-th subtask of them-th vehicle, where aðtpÞ is the action cho-
sen in tp frame and aðtpÞ 2 A . When the current subtask is

fm;K , the action is a0, indicating that the last subtask will be

transmitted back to the vehiclem.

3) Reward: We use TEnd
m;k to evaluate the action, which is

the time delay required by the subtask fm;k.

rðsðtpÞ; aðtpÞÞ ¼ ~TfðtpÞ

¼ min
m

TEnd;p
m �min

m
TEnd;p�1
m (30)

where p � 1 and fðtpÞ are the subtasks that need to be off-

loaded when the frame is tp. ~TfðtpÞ is also equal to the sum

of the execution time, the transmission time, and the waiting

time of fðtpÞ.
The Q-function of our model is updated as:

Q̂MðsðtpÞ; aðtpÞÞ ¼ rð~TfðtpÞÞ þ gQT ðsðtpþ1Þ;
argmax
aðtpþ1Þ

QMðsðtpþ1Þ; aðtpþ1ÞÞÞ; (31)

where sðtpÞ and aðtpÞ are the state and the action of the current
frame tp, respectively; sðtpþ1Þ and aðtpþ1Þ are the state and the
action of the next frame tpþ1, respectively; QMðsðtpÞ; aðtpÞÞ is
the Q-value of the main network when choosing action aðtpÞ
under state sðtpÞ, Q̂MðsðtpÞ; aðtpÞÞ is the prediction of the

Q-value of the main network when choosing action aðtpÞ
under state sðtpÞ and QT ðsðtpþ1Þ; aðtpþ1ÞÞ is the Q-value of

the target network when choosing action aðtpþ1Þ under state

sðtpþ1Þ. The detailed algorithmic process is as described in

Algorithm 1.

V. PERFORMANCE EVALUATION

In this section, we conduct extensive experiments on the pro-

posed algorithm under various parameter settings, and to verify

its effectiveness, we further compare it with several existing

offloading schemes in VEC environments.

A. Experimental Settings

The simulation settings are as shown in Table III, which

mainly refer to [10]. We have w ¼ rD, where r is the compu-

tational complexity. Regardless of whether the vehicle posi-

tion changes or not, the transmission rate between different

RSUs remains the same because the distance between differ-

ent RSUs remains the same. We set Rl;0k;l to 1 Gbps, while the

transmission rates Rm;k;l and Rl;k;m are calculated according

to Eq. 4 and Eq. 8, respectively, since they are severely

affected by the distance. We set the number of subtasks K ¼
6, the number of RSUs L ¼ 5, and the speed of vehicle v 2
½10; 15; 20; 25� m/s. For training, we set the maximum training

episode Maxiter ¼ 10; 000, the learning rate 0.01, the reward

decay 0.9, the �-greedy rate 0.98, the replace target iter 500,

and the memory size 13,000.

B. Baselines

In order to validate the effectiveness of the proposed DFO-

DDQN algorithm, we compare it with the other four offload-

ing schemes in VEC environments, as shown below:

Fig. 3. An illustration of the proposed DFO-DDQN algorithm.
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� Dynamic Framing Offloading Algorithm Based on Deep

Q-learning Network (DFO-DQN): As the earliest DRL

frame, Deep Q-learning Network (DQN) [33] is widely

used to solve Markov decision processes in complex

environments. Similar to DFO-DDQN, the main differ-

ence lies in Q-value [33], i.e., Q̂Mðs; aÞ ¼ rþ
gmaxa0QT ðs;0 a0Þ. The deep Q network of DFO-DQN

consists of three layers: the first layer is an input layer

with M � ð2�K þ 4Þ, the following layer is the

hidden layer with 20 nodes, and the last layer is the out-

put layer withK nodes.

� Dynamic Framing Offloading Algorithm Based on

Dueling Deep Q-learning Network (DFO-Duel-

ingDQN): Dueling Deep Q-learning Network (Dueling

DQN) [38] are proposed based on DQN and aims to

guide the network to distinguish the impacts of state

and action on reward. Similar to DFO-DQN, we imple-

ment DFO-DuelingDQN through the algorithm pro-

posed in [38]. Compared with DFO-DQN, the output

layer of DFO-DuelingDQN has been improved, which

is divided into two parts: one is the value of the state,

called V ðsÞ, and the other one is the advantages for

each action, called Aðs; aÞ. The Q-value of the target

net is QT ðs; aÞ ¼ V ðsÞ þ Aðs; aÞ and QMðs; aÞ ¼
rþ gmaxa0QT ðs;0 a0Þ.

� Greedy Algorithm with Segmented Tasks (Seg-Greedy):

Greedy algorithm is a classic optimization method that

chooses the best decision of each step and can get the local

optimal solution of the system. First, we make offloading

decisions in the order of the generation time TG
m;k of sub-

tasks fm;k and compare the time cost~Tfm;k
among deci-

sions executing on different RSUs of the current to-offload

subtask, m ¼ 1; 2; . . . ;M; k ¼ 1; 2; . . . ; K � 1. Then

transfer the current subtaskfm;k to the RSUwith the lowest

delay, where l ¼ argminl~Tm;k;l. The last subtask whose

k ¼ K may include result data or even a small amount of

computation so that it needs to be executed in the vehicle.

� Greedy Algorithm without Segmented Tasks (NoSeg-

Greedy): The above methods are all based on segmented

tasks and we need to compare our method to the task off-

loading method without task segmentation. We make

offloading decisions in the order of the generation time

of tasks and compare the time cost of the whole tasks

of vehicles, including fm;1;fm;1; . . . ;fm;K�1ðm ¼ 1; 2;
. . . ;MÞ among offloading decisions that executing on

different RSUs. Then transfer the current to-offload the

whole task to the RSU with the lowest delay and transfer

the last task fm;K to local.

Algorithm 1: Dynamic framing Offloading algorithm based

on DDQN (DFO-DDQN) for sequential subtasks in the VEC

environment.

Input: The initial subtask feature and vehicle feature

Output: optimal offloading decision for input

1: Initialize network parameters u, update steps n, D
2: for episode do

3: TEnd
m;0 ¼ TStart

m , tp ¼ 1.
4: while not all subtasks is executed do

5: Get the earliest generation time of all subtasks that need to

be executed in the current frame tp, and the correspond-

ing vehicle and its subtask are m and fm;k, respectively,

where fm;k ¼ fðtpÞ.
6: Calculate the current location xðtpÞ of vehiclem
7: Input sðtpÞ to MainNet and get QMðsðtpÞ; alÞ,

l ¼ 1; 2; . . . ; L
8: if k ¼ K then

9: Choose aðtpÞ ¼ a0
10: done ¼ 1
11: else

12: Choose aðtpÞ ¼ arg maxaQMðsðtpÞ; aÞ according to
��greedy policy

13: Get the occupied time TOcc
m;k;aðtpÞ of RSUaðtpÞ before

executing the subtask fðm; kÞ by Eq. 12
14: Get the arrival time TA

m;k;aðtpÞ of the current subtask

fðtpÞ, which is transmitted to RSUaðtpÞ by Eq. 14
15: Compute the waiting time TW

m;k;aðtpÞ by Eq. 15
16: end if

17: Compute TEnd
m;k

18: Compute rðfðtpÞÞ ¼ ~TfðtpÞ ¼ TEnd
m;k � TEnd

m;k�1

19: Generate the new state sðtpþ1Þ
20: Save ðsðtpÞ; aðtpÞ; rðtpÞ; sðtpþ1Þ; doneÞ in D
21: if Training Step then

22: Sample memories from D
23: Input sðtpÞ to MainNet and get QMðsðtpÞ; aðtpÞÞ
24: Input sðtpþ1Þ to MainNet and get

aðtpþ1Þ ¼ arg maxalQMðsðtpþ1Þ; alÞ
25: Input sðtpþ1Þ to TargetNet and get QT ðsðtpþ1Þ; aðtpþ1ÞÞ
26: Compute the prediction Q-value by Eq. 31:

Q̂Mðs; aÞ ¼ rðtpÞ þ gð1� doneÞQT ðsðtpþ1Þ; aðtpþ1ÞÞ
27: Update the parameter of the main network by

minimizing jQMðs; aÞ � Q̂Mðs; aÞj2
28: Copy the parameter of the main network to the target

network, every n steps

29: end if

30: end while

31: end for

32: return optimal offloading decision for input

TABLE III
PARAMETER SETTINGS
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Among them, DFO-DDQN, DFO-DQN and DFO-Duel-

ingDQN are three DRL-based methods, while Seg-Greedy and

NoSeg-Greedy are two representative greedy-basedmethods.

C. Evaluation Indicators

� Average Delay: The average finish time of tasks of

vehicles, which is as follows:

T ¼ TSum

M
¼
PM

m¼1 T
End
m;K

M
: (32)

� Average Reward: The average reward of the frames.

The higher the value, the better the performance of the

DRL-based method is.

� Average Start Time: The start time of the m-th vehicle is

TStart
m , which is the generation time of the task of vehicle

m. The start time is entirely unrelated to different meth-

ods, and we simulate it by some start tasks fStart whose

computations wStart ¼ ½wStart
1 ; wStart

2 ; . . . ; wStart
M � is in

½0; 100� � 108 cycles. Then we can get TStart
m as follows:

TStart
m ¼ wStart

m

fm
: (33)

� Average Waiting Time: The average waiting time is cal-

culated as follows:

T
W ¼ 1

M

XM
m¼1

XK
k¼1

TW
m;k: (34)

� Average Transmission Time: The average transmission

time is calculated as follows:

T
Tr ¼ 1

M

XM
m¼1

XK
k¼1

TTr
m;k: (35)

� Average Execution Time: The average execution time is

as follows:

T
E ¼ 1

M

XM
m¼1

XK
k¼1

TE
m;k: (36)

� The Average Delay excluding Start Time ~T :
It includes the average waiting time, the average

transmission time, and the average execution time. The

relationship among different types of time is as follows:

~T ¼
PM

m¼1

PK
j¼1

~Tm;j

M

¼
PM

m¼1

PK
j¼1ðTE

m;j þ TTr
m;j þ TW

m;jÞ
M

¼ T
E þ T

Tr þ T
w

¼ T �
PM

m¼1 T
Start
m

M
: (37)

� The Improvement Rate: The improvement rate IRA1=A2
of

algorithmA1 compared withA2 is:

IRA1=A2
¼ TA1

� TA2

TA2

; (38)

where TA1
and TA2

are the average delays of the A1

algorithm and the A2 algorithm, respectively.

D. Experimental Results

1) Impact of the Speeds of Vehicles: As shown in Fig. 4,

DFO-DDQN achieves significantly better results than other

approaches. For instance, when the speed of the vehicle is 15 m/

s and the number of vehicles is 15, it achieves 10.28%, 25.64%,

43.65%, and 46.45% improvements when compared with DFO-

DQN, DFO-DuelingDQN, Seg-Greedy, NoSeg-Greedy, respec-

tively. The Seg-Greedy algorithm achieves a relatively good off-

loading decision, which is better than the NoSeg-Greedy

algorithm. The three DRL-based algorithms DFO-DDQN,

DFO-DQN, and DFO-DuelingDQN are always significantly

better than two greedy algorithms under different speeds.

2) Impact of r: In this part, we set r 2 ½20; 40; 60; 80; 100�,
which corresponds to the computational complexities of differ-

ent types of tasks. Each of r is larger than one to make sure that

the tasks are compute-intensive and have high computational

complexity. As shown in Fig. 5, DFO-DDQN performs best

when tasks with different r. when r is increased, the average

delay of DFO-DDQN method and two greedy-based methods

are decreased although the decreasing trends are not pro-

nounced, indicating that these methods are insensitive to the

value of r.

Fig. 4. Average time delay in different speeds under different offloading
algorithms.

Fig. 5. Average time delay of tasks with different r under different offload-
ing algorithms.
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3) Comparison At Different Speeds: As shown in Fig. 6

(a), the values of IRDFO�DDQN=Seg�Greedy at different

speeds are relatively good, which are mostly higher than

IRDFO�DQN=Seg�Greedy and IRDFO�DuelingDQN=Seg�Greedy.

Compared with Seg-Greedy, the improvement rates of DFO-

DDQN are always higher than 43.3% at different speeds. As

shown in Fig. 6(b), the values of IRDFO�DDQN=NoSeg�Greedy at

different speeds are relatively good, which are mostly higher

than IRDFO�DQN=NoSeg�Greedy and IRDFO�DuelingDQN=NoSeg�Greedy.

The improvement rates of DFO-DDQN are always higher than

46.4% at different speeds compared with NoSeg-Greedy. Over-

all, for the performance of DFO-DDQN at different speeds,

DFO-DDQN is better than DFO-DQN and DFO-DuelingDQN.

4) Convergence Performance: Considering the random-

ness of results of different random seeds, we set three same

seeds 0, 50, 100 for DFO-DDQN, DFO-DQN, and DFO-

DuelingDQN to fix the results so that the comparisons are

equitable. As depicted in Fig. 7, the red scope indicates the

average rewards of different seeds of DFO-DDQN. The nar-

rower the scope, the smaller the influence by different seeds,

which means that the algorithm is more stable. DFO-Duel-

ingDQN performs poorly in the low-speed situation, while

DFO-DQN utperforms it in in each speed situation, but not

better than DFO-DDQN. DFO-DDQN is more stable than

DFO-DQN and DFO-DuelingDQN. The average rewards of

DFO-DDQN at different speeds go beyond -0.2 when the

episodes are in [4000,6000], while the average rewards of

DFO-MDQN and DFO-DuelingDQN are always under -0.2

after training for 10,000 episodes, which indicates that DFO-

DDQN achieves significantly better results than DFO-DQN

and DFO-DuelingDQN.

5) Comparison Under Different Numbers of Vehicles: In

order to further evaluate our DFO-DDQN, we conduct com-

parison experiments under different numbers of vehicles when

v ¼ 15 m/s, and obtain the results as follows:

� Average Waiting Time T
W
: The waiting time is gener-

ated from the chosen edge server when it is occupied by

other subtasks. As shown in Fig. 8(a), DRL-based meth-

ods including DFO-DDQN, DFO-DQN, DFO-Duel-

ingDQN perform obviously better than greedy-based

methods including Seg-Greedy and NoSeg-Greedy. As

the number of vehicles increases, the subtasks conges-

tion is more and more serious, the waiting time of

greedy-based method increases significantly, while the

waiting time of DRL-based method has slow growth. It

shows that even in the congestion situation, DRL-based

methods are better suited to dynamic sequential sub-

tasks offloading decisions. This is because DRL-based

methods consider long-term returns, while greedy-

based methods only consider the immediate rewards.

� Average Transmission Time T
Tr
: As shown in Fig. 8(b),

the transmission time of greedy-based methods is sig-

nificantly higher than that of DRL-based methods,

which means that DRL-based methods can find edge

servers that are more suitable for offloading. It is worth

mentioning that the transmission time of the NoSeg-

Greedy method is higher than that of the Seg-Greedy

method. This is because the Seg-Greedy method can

refine the offloading decision and choose different edge

servers to execute subtasks, while the NoSeg-Greedy

method can only choose one edge server because of the

need to offload the entire task.

� Average Execution Time T
E
: As shown in Fig. 8(c), the

execution time of the NoSeg-Greedy method is signifi-

cantly higher than other methods. This is because off-

loading the whole task may lose the wide optimization

space of choosing edge servers. The average execution

time of Seg-Greedy is close to but higher than that of

DRL-based methods, which means that task segmenta-

tion is an effective method of optimizing execution

time. This is because partial offloading can offload sub-

tasks according to the combination of a more suitable

decision, instead of offloading the whole task to an edge

server, especially in the dynamic situation of vehicle

movement.

� Average Delay except Start Time ~T : As shown in

Fig. 8(d), the ~T of greedy-based methods are signifi-

cantly higher than that of DRL-based methods under dif-

ferent numbers of vehicles. The seg-Greedy method

performs better than the NoSeg-Greedy method when

M ¼ 10; 15; 20, while it performs worse than the

NoSeg-Greedy method when M ¼ 25; 30, indicating

that task segmentation is not a good choice when the traf-

fic congestion is heavy. This is because partial offloading

may enlarge the shortcomings of greedy-based methods

when applied to solve theMDP problem, while this prob-

lem can be well solved by DRL-based methods.

� Average Start Time: The average simulation value of

TStart is shown in Fig. 8(e). The average start time is

not flat but instead rises and falls with the random set-

tings of the computing capability of vehicles. Different

methods share the same start time to be fair.

Fig. 6. Performance improvement of different DRL-based algorithms com-
pared with Seg-Greedy and NoSeg-Greedy at different speeds whenM ¼ 15.
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� Average Finish Time T : As shown in Fig. 8(f), the aver-
age delay of different methods increases with the

increase in the number of vehicles, and the NoSeg-

Greedy method and DRL-based methods perform

diminishing growth, which may mainly be because of

the influence of the random start time. The average

delay of greedy-based methods is significantly higher

than that of DRL-based methods under different num-

bers of vehicles.

6) Impact of the Number of Vehicles At Different Speeds:

To further study the impact of congestion at different

speeds, we conduct experiments under different numbers

of vehicles at different speeds and compare the values of

IRDFO�DDQN=Seg�Greedy and IRDFO�DDQN=NoSeg�Greedy. As

shown in Fig. 9(a), the values of IRDFO�DDQN=Seg�Greedy

at different speeds increase with the number of vehicles. When

M ¼ 10, DFO-DDQN performs best in lowest speed 10 m/s

because it is more likely to occur congestion under lower speed

than under higher speed and DFO-DDQN performs well, espe-

cially in the congestion situation. WhenM ¼ 20, DFO-DDQN
performs best in highest speed 25 m/s because the Seg-Greedy

method performs worse in the high-speed situation, while

DFO-DDQN is less affected by speed than the Seg-Greedy

method. As shown in Fig. 9(b), DFO-DDQN performs better in

high speed and heavier task congestion than in low speed and

lighter task congestion when compared with the NoSeg-Greedy

method.

Fig. 7. Comparison of the average rewards under DF0-DDQN, DFO-DQN and DFO-DuelingDQN when v ¼ ½10; 15; 20; 25� m/s.

Fig. 8. Comparison of different types of delay under differentM ¼ ½10; 15; 20; 25; 30� when v ¼ 15 m/s.

Fig. 9. Performance improvement compared with Seg-Greedy and NoSeg-
Greedy at different speeds whenM ¼ ½10; 15; 20; 25�.
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7) Convergence Performance At Different Speeds and Dif-

ferent Numbers of Vehicles: As shown in Fig. 10, the differ-

ence in rewards at different speeds when M ¼ 10 is greater

than that when M ¼ 30, and the difference in rewards

decreases as the number of vehicles increases. This is because

the congestion is mainly caused by the number of vehicles

rather than the speed when the number of vehicles is large,

while the congestion of a small number of vehicles is mainly

affected by the speeds of vehicles because vehicles are more

likely to be scattered at high speeds.

8) Convergence Performance At High Speeds: In this part,

we set M ¼ 15, seed 2 ½0; 50; 100� and v 2 ½10; 15; 20;
25; 30; 35; 40; 45�m=s. As shown in Fig. 11, DFO-DDQN per-

forms best when it is compared with other algorithms. Tasks

cost an initial decreased average delay which was followed by

a subsequent increase in average delay when the speeds are

increased under the NoSeg-Greedy algorithm. Because the

congestions are more serious when in lower speeds which

cause higher waiting time, while the transmission distances

are farther when in higher speeds which cause higher trans-

mission time. However, when the task is divided into several

subtasks, the trends of increasing average delay are slow

down, which means task segmentation contributes to optimiz-

ing the average delay of the computation-intense task when in

high speeds environment. In addition, the average delays of

DRL-based methods are all lower than the average delays of

greedy-based methods, which have again proved that DRL-

based methods are better at solving the MDP problem than

greedy-based methods.

E. Results on ARkit and ARCore

ARkit can be divided into six sequential modules, namely,

UIView, ARSCNView, SCNScene, ARCamera, ARSession and

Fig. 10. Comparison of the average rewards of DFO-DDQN at different speeds whenM ¼ ½10; 15; 20; 25; 30�.

Fig. 11. Average time delay in high speeds under different offloading
algorithms.

Fig. 12. Average time delay of ARkit and ARCore.
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ARFrame [21], while ARCore can be divided into five sequen-

tial modules, namely, SCNScene, Environment Tracking,

ARSession, ARFrame and Render [22]. AR tasks of vehicles are

generated by initial subtasks on local where different vehicles

have different initial subtasks, so that the generation time of AR

tasks are different.

Considering the speeds of vehicles are different in the real-

ity, we set different speeds for different vehicles, whose values

are randomly taken from [10, 20] m/s. The amount of compu-

tation and data size of each subtask are set as the former simu-

lations. The entire task of ARCore is set to the same amount

of computation and data size as ARkit. The number of M is

unfixed, it is randomly taken from [10,20], and the number of

subtasks L is set as 7 for ARkit, where the former 6 subtasks

correspond to the 6 modules of ARkit, while the last subtask is

the result of the last module of ARkit that needs to be transmit-

ted back to the vehicle. ARCore has fewer modules than

ARkit, which means that the state set of ARCore can be

regarded as a subset of ARkit’s state, so we can directly utilize

the trained network of ARkit to make offloading decisions of

ARCore. As shown in Fig. 12 and Fig. 13, DFO-DDQN is

obviously much better than two greedy-based methods.

VI. CONCLUSION AND FUTURE WORK

In this paper, aiming to minimize the total delay and waiting

time of tasks from moving vehicles, we build a dynamic off-

loading model for multiple moving vehicles whose tasks can

be divided into sequential subtasks, and further propose a

DFO-DDQN algorithm to offload these sequential subtasks.

By doing this, fine-grained offloading decisions can be

achieved based on the frame-based process for offloading

compute-intensive tasks in complex VEC environments con-

sidering V2R. Experimental results demonstrate that the pro-

posed DFO-DDQN algorithm is far superior to other DRL-

based offloading algorithms and greedy-based offloading algo-

rithms, regardless of whether the congestion is mainly caused

by the number of vehicles or the low speed.

For future work, we will introduce cloud computing into our

model and consider the intelligent optimization of end-edge-

cloud collaboration among different vehicles [39]–[41]. In

addition, introducing content caching into task offloading may

further reduce delay and save energy, which is in favor of a

low-carbon VEC system.
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