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In dynamic networks, temporal link prediction aims to predict the appearance and disappearance 
of links in future snapshots based on the network structure we have observed. It also plays a 
crucial role in network analysis and predicting the behavior of the dynamic system. However, 
most existing studies only focus on supervised temporal link prediction problems, i.e., taking 
part of the links in future snapshots as supervised information. The ones that can solve the 
unsupervised temporal link prediction problem are mainly based on matrix decomposition, which 
lack the capability to automatically extract nonlinear spatial and temporal features from dynamic 
networks. The most challenging part of this problem is to extract the inherent evolution of the 
patterns hidden in dynamic networks in unsupervised ways. Inspired by the application and 
achievement of contrastive learning in network representation learning, we propose a novel deep 
Contrastive framework for unsupervised Temporal Link Prediction (CTLP). Our framework is 
based on a deep encoder-decoder architecture, which can capture the nonlinear structure and 
temporal features automatically and can predict future links of subsequent snapshots of dynamic 
networks in an unsupervised manner. Besides, CTLP could handle the multi-step temporal link 
prediction problem of dynamic networks through attenuation modeling across the snapshots. 
Extensive experiments on temporal link prediction show that our CTLP framework significantly 
outperforms state-of-the-art unsupervised methods, and even outperforms the supervised methods 
in some cases.

1. Introduction

A variety of complex systems can be characterized as networks, such as social networks [1], co-authorship networks [2], and 
protein-protein interaction networks [3]. In these networks, each node signifies an entity, while links denote the dependency rela-

tionships between pairs of nodes, representing collaborations or interactions in the real systems. In reality, numerous problems in 
systems and engineering fields can be formulated as link predictions in complex networks [2–4]. For instance, link prediction in a 
social network can be employed to anticipate the creation of new friendships [5]. Similarly, the prediction of potential collaborations 
between authors can be achieved through co-authorship networks, and the identification of new connections among proteins is usu-
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Fig. 1. The illustration of supervised and unsupervised temporal link prediction. In a dynamic network with 𝑙+1 consecutive snapshots, we expect to predict the links 
in the (𝑡 + 𝑙 + 1)-th snapshot. The supervised temporal link prediction takes two links in the (𝑡 + 𝑙 + 1)-th snapshot as supervised information, while for unsupervised 
temporal link prediction, the network topology information in the 𝑡 + 𝑙 + 1-th snapshot is completely unknown when predicting.

ally uncovered using Protein-Protein Interaction (PPI) networks [6]. Generally, link prediction in complex networks aims to predict 
the appearance of latent or new links in the network based on the network part structure we have observed. It plays a crucial role in 
mining informative patterns of various complex networks, as it facilitates the construction and generation of the entire network [7].

Numerous methods have been introduced for link prediction in static networks, aiming to reveal latent or unobserved links 
in static networks [8–13]. However, considering the time-varying nature of real-world systems, it becomes evident that complex 
networks are dynamic and evolve over time. Specifically, these complex networks usually carry additional temporal information, 
involving the emergence and disappearance of nodes and edges as the network structure evolves across snapshots. For instance, in 
a social network, links will change with the behavior of social patterns of nodes [14], new links will be created (when people make 
new friends) and existing links may disappear. The links of a co-authorship network are also dynamically evolving since authors may 
frequently shift their research direction [15]. Compared with static networks, dynamic networks provide a more accurate depiction 
of complex systems due to their ability to capture evolving patterns. Consequently, link prediction in dynamic networks, or temporal 
link prediction, has garnered widespread attention as it offers an opportunity to analyze the dynamic evolution of the network 
structure.

Temporal link prediction aims to predict links in the snapshot at time 𝑡 +1 utilizing the previous snapshots of the dynamic network 
and can be classified into two groups, supervised and unsupervised methods. In supervised temporal link prediction, a subset of links 
in the network at time 𝑡 + 1 is used as supervised information. Conversely, unsupervised temporal link prediction methods treat the 
network topology at time t+1 as unknown and predict links without relying on explicit supervised information. These two manners 
are illustrated in Fig. 1. Most existing research focuses on temporal link prediction problems in a supervised manner. The supervised 
temporal link prediction methods [16–21] can be broadly divided into two classes: direct temporal link prediction methods and 
network embedding-based temporal link prediction methods.

These two categories of methods are mainly based on deep learning. Deep learning models excel in automatically capturing the 
nonlinear structural and temporal features of networks at each timestamp in the process of dynamic network evolution. The direct 
temporal link prediction methods [17,22,18] treat the prediction of future links as the target of the model and utilize network 
reconstruction error as an objective function. The network embedding-based temporal link prediction methods [20,16,21] aim to 
learn the effective node embedding of the dynamic network, regarding link prediction as a downstream task. They treat temporal 
link prediction as a binary classification problem and utilize observed network structure at snapshot 𝑡 +1 to train a prediction model. 
Unlike the current state of research on supervised methods, which has received widespread attention, only a few methods explore 
unsupervised temporal link prediction, and most of them are based on matrix decomposition [23]. However, matrix decomposition-

based methods face limitations in automatically extracting effective spatial information and temporal dependencies of dynamic 
networks and fail to deal with the high complexity and nonlinearity of dynamic networks [7].

Motivated by the above facts, we propose a novel unsupervised temporal link prediction framework, which can automatically 
capture the complex nonlinear spatial features and temporal dependencies of dynamic networks, and perform link prediction in an 
unsupervised manner. To address the unsupervised challenge in temporal link prediction, we incorporate the contrastive loss into 
the temporal link prediction. Some recent works of static networks on contrastive learning [24–27] have made great achievements 
in the graph machine learning domain by maximizing mutual information (MI) between nodes and network representations. We 
maximize the structure information between future timestamps and past timestamps of dynamic networks to enable our model to 
make predictions of the future state of the network solely based on observed network historical data, eliminating the requirement 
for explicit supervision.

In addition, the majority of the recent temporal network representation learning algorithms [16,21,19] all typically employ a 
two-layer framework capable of extracting the nonlinear spatial–temporal features in dynamic networks. Specifically, the network 
structure information at each timestamp is extracted by a structure encoder, and then the network evolution pattern is obtained 
through another sequence model. The performance of these methods in temporal network prediction also proves the effectiveness of 
such a two-layer framework. Therefore, Our proposed Contrastive unsupervised Temporal Link Prediction (CTLP) framework adopts 
2

an encoder-decoder architecture with a two-layer setting. The encoder of CTLP consists of a structure encoder and a sequence model, 
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which allows the learned low-dimensional node representations of the dynamic network to capture more nonlinear spatial–temporal 
features. In addition, We utilize multiple identical decoders with different parameters to enable CTLP can solve the multi-step 
temporal link prediction problem, which means we can predict not only one future timestamp but several snapshots of the dynamic 
network. To simulate information sharing across different timestamps with increasing time spans, we implement an exponential decay 
function. Furthermore, considering that the sparsity of dynamic networks may severely reduce the performance of link prediction, 
we enhance the significance of existing links and enforce the model’s focus on capturing the information on existing links more 
than nonexistent ones. Such a design allows CTLP can learn more effective embeddings for temporal link prediction. The main 
contributions of this paper can be summarized as follows:

1. We propose CTLP, a novel deep contrastive framework designed for temporal link prediction in an unsupervised manner. We 
innovatively apply the contrastive loss to temporal link prediction, and unsupervised predict future links by maximizing the 
structure information between different stages of network evolution.

2. Our proposed framework can adeptly handle the multi-step temporal link prediction problem in dynamic networks by employing 
multiple identical decoders with different parameters. Additionally, we incorporate an exponential decay function to simulate 
the potentially shared information of different network snapshots decay with time.

3. We conduct comprehensive experiments on six real-world dynamic network datasets, evaluating the superiority and excellent 
performance of our model in both single-step and multi-step temporal link prediction scenarios. The experiment results demon-

strate that CTLP significantly outperforms state-of-the-art methods, validating its effectiveness in capturing complex temporal 
dynamics in dynamic networks.

The remainder of the paper is arranged as follows. We first introduce the related works on network embedding and temporal link 
prediction in Section 2. In Section 2, we describe the proposed CTLP framework for unsupervised temporal link prediction in detail. 
The details and results of the experiment and further analysis are illustrated in Section 4. At last, we summarize the paper and point 
out its future direction in Section 5.

2. Related work

We initially explore some existing network embedding methods designed for static networks (each snapshot of a dynamic network 
can be regarded as a static network). Subsequently, we delve into a discussion of works dedicated to both supervised and unsupervised 
temporal link prediction.

2.1. Network embedding

Each snapshot of a dynamic network is commonly denoted as a static network. Network embedding or representation learning 
on static networks aims to learn a projection function that can embed the network into a latent representation space. The obtained 
embedding vectors contain the network’s essential topological features and statistical properties. According to recent surveys [28], 
current network embedding methods for static networks are typically divided into three categories, i.e., matrix factorization, random 
walk, and deep learning-based.

Matrix Decomposition-based Methods: This category of methods typically denotes a similarity matrix (the adjacency matrix 
or high-order similarity matrix) and learns the embedding of nodes by reconstructing it. GraRep [29] utilized the 𝑘-step similarity 
matrix with a global feature for each node, it can also be used for weighted networks. Higher-order proximity embedding [30]

preserved the asymmetric transitivity by considering the high-order similarity in the network. Modularized nonnegative matrix 
factorization (M-NMF) [31] can preserve the fine-grained structure of first-order and second-order proximities while also preserving 
the mesoscopic structure of communities, demonstrating superior performance in community discovery. Space-Invariant Projection 
(SIP) [32] constructs new node embedding based on matrix factorization, enabling fast embedding of new nodes in dynamic networks. 
As a result, this category of network embedding methods mainly utilizes a specific similarity matrix or a specific combination of 
different similarity matrices to represent the network structure. However, it’s important to note that these methods face challenges 
of high computational complexity and fail to deal with large-scale data.

Random Walk-based Methods: Inspired by the Skip-Gram model, random walks-based methods learn node embedding based 
on path similarity, which is suitable for partially observable networks or a large entirety. DeepWalk [33] was the pioneering attempt 
that utilized a collection of short truncated random walks as the corpus in Skip-Gram. Each node in the network was treated as having 
its own vocabulary and maximized the likelihood of co-occurrence in fixed-length random walks to the learned embedding vectors. 
Furthermore, Node2vec [34] was proposed to select the node to be converted, which utilized breadth-first search while incorporating 
depth-first search to capture local similarity information and global information of each node. RAW-GNN [35] introduced a novel 
graph aggregation mechanism by utilizing breadth-first random walk search to extract homophily information and depth-first search 
to capture heterophily information, which guarantees the validity of network embedding.

Deep Learning-based Methods: Deep learning-based methods have gained prominence in learning network representations 
and mining meaningful patterns in recent years. Structural Deep Network Embedding (SDNE) [36] aims to capture the highly 
nonlinear features of the network using a deep autoencoder framework with Laplace regularization that optimizes the proximity of 
different orders. Kipf and Welling [37] proposed a graph convolutional network (GCN), which successfully incorporates the attribute 
3

characteristics of nodes into network embedding via the convolution operation on the spectral domain. Furthermore, GCN has been 
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extended to achieve network reconstruction and link prediction in [10]. GraphSAGE [38] was an inductive approach by stacking the 
aggregation layers to learn the node embedding, in which the node features can be sampled and aggregated only with some local 
neighborhoods.

2.2. Supervised temporal link prediction

The supervised temporal link prediction methods treat the subset of future network links as supervised data and can be categorized 
into two groups: direct prediction methods and network embedding-based methods.

Direct Temporal Link Prediction Methods: These methods take the prediction of future links or future adjacency matrix re-

construction as the target task. To predict temporal links, E-LSTM-D [17] proposed the encoder-decoder framework with a stacked 
long short-term memory (LSTM) [39] to extract historical information. DynGEM [22] initialized with the parameters from the pre-

vious time step to generate stable embeddings. By introducing a heuristic method, DynGEM can automatically expand layers when 
the size of the ancient is inappropriate. However, it faces limitations in handling situations where the network structure changes 
dramatically. Subsequently, dyngraph2vec [40] utilized an architecture constructed from dense and recurrent layers to learn the 
evolutionary structure of dynamic graphs and predict future links. Besides, motivated by the impressive performance of Generative 
Adversarial Networks (GANs) in image generation, Yang et al. [7] incorporated the GAN framework into dynamic networks called 
NetworkGAN, it could be used for both unweighted and weighted dynamic networks that combining GCN, TMF, and LSTM.

Network Embedding-based Temporal Link Prediction Methods: The main purpose of these methods is to learn dense embed-

ding vectors of nodes and treat temporal link prediction as a downstream task. By employing joint self-attention across temporal 
dependencies and structural neighborhoods, DySAT [19] can generate dynamic node representations. To capture multi-faceted struc-

tural variations in the graph, DySAT integrated multiple attention heads within both the structural and temporal attention layers to 
facilitate joint attention across various latent subspaces. NetWalk [41] was a customized autoencoder model that learns vector rep-

resentations for nodes. In each random walk, it minimized the pairwise distance among nodes. By introducing a dynamic clustering 
algorithm, NetWalk can detect network deviations. VGRNN [20] uniquely mapped each node to a random vector in the latent space, 
which can better capture the potential variability in dynamic networks. DynGAN [42] integrated generative adversarial networks 
with recurrent networks for the purpose of capturing both temporal and structural information. Qiu et al. [43] proposed a high-order 
nonlinear information preserving embedding model (HNIP), which can explore network historical information with a time expo-

nential decay model to quantify the temporal proximity between nodes. HTGN [16] transformed dynamic networks into hyperbolic 
space by integrating hyperbolic-gated recursive neural networks and hyperbolic graph neural networks. This combination enables 
the model to capture dynamic behaviors over time while implicitly maintaining hierarchical relationships.

2.3. Unsupervised temporal link prediction

Yu et al. [23] introduced the TMF model, utilizing the matrix factorization method to explicitly characterize the temporal structure 
of the network. In this approach, the adjacency matrix of each network snapshot is decomposed into the product of a constant matrix 
and a polynomial function matrix with time as the independent variable. Notably, the parameter matrix of the polynomial function 
is shared across all time slices. So this method can predict the future links of dynamic networks in an unsupervised manner.

3. Methodology

We first formalize the problem definition of temporal link prediction, and then show the detailed process of our proposed CTLP 
framework. Furthermore, we show how CTLP handles multi-step link prediction.

3.1. Problem definition

Generally, we can utilize a sequence of network snapshots to represent a dynamic network. The temporal link prediction aims 
to predict the links of subsequent one or some snapshots based on previous observations of the dynamic network. The notations are 
listed in Table 1.

Definition 1. (Dynamic Network)  =
{
𝐺1,𝐺2,⋯ ,𝐺𝑇

}
is a sequence of network snapshots, where 𝐺𝑡 =

(
 ,𝑡

)
represents the 𝑡-th 

snapshot of the dynamic network.  is the set of all vertices and 𝑡 ⊆ || × || denotes the temporal links at snapshot 𝐺𝑡. 𝐀𝑡 is the 
adjacency matrix of 𝐺𝑡 with the element 𝑎𝑡;𝑖,𝑗 = 1 if there is a link between 𝑣𝑖 and 𝑣𝑗 , otherwise 𝑎𝑡;𝑖,𝑗 = 0.

Link prediction in static networks primarily involves identifying whether a link exists based on the observed partial network 
structure. Similarly, link prediction in dynamic networks leverages previous network snapshot information to mine the underlying 
evolutionary patterns of networks, further predicting the future status of the network.

Definition 2. (Temporal Link Prediction) Given a sequence of dynamic network adjacency matrix with length 𝑙, 
{
𝐀1,𝐀2,⋯ ,𝐀𝑙

}
, 

the direct temporal link prediction aims to train a projection function 𝑓 which projects the input snapshots sequence to 𝐀𝑙+1, i.e., ( )

4

𝐀𝑙+1 = 𝑓 𝐀1,𝐀2,⋯ ,𝐀𝑙 .
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Table 1

Symbols and Their Definitions.

Symbol Definition

 , || the set and the number of nodes in the dynamic network

𝐀𝑡 the adjacency matrix of the 𝑡-th network snapshot

𝑊 the weight matrix of the neural network

𝑏 the bias of the neural network

𝑙 the number of the input snapshots

𝑘 the number of the output snapshots in multi-step prediction

𝐀′
𝑙+1 the predicted adjacency matrix of the 𝑙 + 1-th network snapshot

𝑑 the number of embedding dimensions

𝐙𝑡 the ||× 𝑑 structure embedding matrix of 𝑡-th network snapshot

𝐇𝑙 the ||× 𝑑 embedding matrix of the 𝑙 input snapshots

𝐶𝑧𝑡
the cell states at snapshot 𝑡 of LSTM

𝑓𝑧𝑡
the trigger value of the forget gate at snapshot 𝑡 of LSTM

𝑜𝑧𝑡 the trigger value of the output gate at snapshot 𝑡 of LSTM

𝑢𝑧𝑡 the trigger value of the update gate at snapshot 𝑡 of LSTM

𝐶̃𝑧𝑡
the new estimated candidate state at snapshot 𝑡 of LSTM

𝜎 the sigmoid function

Fig. 2. Overall architecture of the CTLP framework, consisting of an encoder and a decoder. The encoder is composed of a shared GCN model and an LSTM model. 
The decoder layer is composed of multiple MLP. The predicted adjacency matrices are contrasted with the input adjacency matrices.

Definition 3. (Network Embedding-based Temporal Link Prediction) Given a sequence of dynamic network adjacency matrix with length 
𝑙, 
{
𝐀1,𝐀2,⋯ ,𝐀𝑙

}
, the network embedding based temporal link prediction firstly learns the network embedding 𝐙𝑙 by a mapping 

function 𝑔, i.e., 𝐙𝑙 = 𝑔
(
𝐀1,𝐀2,⋯ ,𝐀𝑙

)
, and then learns another projection function 𝑓 that maps the embedding to the 𝐀𝑙+1, i.e., 

𝐀𝑙+1 = 𝑓
(
𝐙𝑙

)

Definition 4. (Multi-step Temporal Link Prediction) Given a sequence of dynamic network adjacency matrix with length 𝑙, {
𝐀1,𝐀2,⋯ ,𝐀𝑙

}
, the multi-step temporal link prediction aims to train a projection function which projects the input snapshots 

sequence to the output sequence, i.e., 𝐀𝑙+1, 𝐀𝑙+2, ⋯ , 𝐀𝑙+𝑘 = 𝑓
(
𝐀1,𝐀2,⋯ ,𝐀𝑙

)
.

Unsupervised temporal link prediction means that when we train our prediction model, that maps 
{
𝐀1,𝐀2,⋯ ,𝐀𝑙

}
to 𝐀𝑙+1 or {

𝐀𝑙+1,𝐀𝑙+2,⋯ ,𝐀𝑙+𝑘

}
, we don’t utilize any network data from 𝐀𝑙+1 or 

{
𝐀𝑙+1,𝐀𝑙+2,⋯ ,𝐀𝑙+𝑘

}
as the supervised information.

3.2. CTLP framework

The overall architecture of the CTLP framework is depicted in Fig. 2. Our unsupervised temporal link prediction framework adopts 
the encoder–decoder architecture, where the encoder is employed to extract the nonlinear temporal dependencies and network 
structure information, and the decoder then maps the extracted network features back to the original representing space. Such 
encoder–decoder architecture can handle structural and temporal nonlinearities. Therefore, CTLP a well-designed encoder-decoder 
model can effectively capture the spatial and temporal features of dynamic networks, and perform link prediction in a unified 
5

manner.
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We adopt a structure encoder to extract the nonlinear spatial features and use a sequence model to capture the nonlinear temporal 
features and evolutionary patterns, as our encoder. The structure encoder can be GCN [37], VGAE [10], Autoencoder, etc., and the 
sequence model can adopt an RNN-based model, such as TCN, Transformer-based model, and others. In this paper, we utilize GCN 
and LSTM, respectively. An LSTM cell could be treated as a simple layer, where the terms with subscript 𝑓 represent parameters of 
the forget gate, parameters of the input gate are denoted with the terms with subscripts 𝑖 and 𝐶 , and 𝑜 represent the output gate’s 
parameters.

3.2.1. Graph convolutional network layer

A typical GCN layer takes the feature matrix 𝐗 as input and applies localized first-order approximation to perform the spectral 
graph convolution operation based on the adjacency matrix 𝐀. The operation of our GCN unit for the 𝑡-th snapshot of the dynamic 
network is defined as:

𝐙𝑡 =GCN
(
𝐈,𝐀𝑡

)
= 𝑓

(
𝐃̂− 1

2 𝐀̂𝐃̂− 1
2𝐖𝜇

)
, (1)

where 𝐈 denotes an identity matrix, 𝐀𝑡 represents the adjacency matrix of 𝑡-th snapshot in the dynamic network and 𝐀̂ = 𝐀𝑡 + 𝐈, 
𝐈 ∈ ℝ||×|| and 𝐀𝑡 ∈ ℝ||×||; 𝐃̂ is the degree matrix of 𝐀̂; 𝐃̂− 1

2 𝐀̂𝐃̂− 1
2 is the approximated graph convolution filter; 𝐖𝜇 denotes 

the learned parameters; 𝑓 (⋅) is the nonlinear activation function; and 𝐙𝑡 is the node embedding of 𝑡-th snapshot obtained by GCN, 
𝐙𝑡 ∈ℝ||×𝑑 and 𝑑 is the dimension of embedding, 𝐙𝑡 represents the vector representations for the || nodes at snapshot 𝐺𝑡. When 
the input is the adjacency matrix sequence of 𝑙 snapshots 

{
𝐀1,𝐀2,⋯ ,𝐀𝑙

}
, the output is 

{
𝐙1,𝐙2,⋯ ,𝐙𝑙

}
obtained through the shared 

GCN layer.

3.2.2. Long short-term memory layer

The temporal dependencies in dynamic networks can not be captured by the structure encoder. LSTM is capable of handling 
scenarios with long-term temporal dependencies. Therefore, We introduce the hidden state representation extracted through a single 
LSTM layer, integrating feature information from previous consecutive 𝑙 snapshots into the ultimate embedding ℎ𝑙;𝑖. In the LSTM 
layer, we take 

{
𝑧1;𝑖, 𝑧2;𝑖,⋯ , 𝑧𝑙;𝑖

}
as input, 𝑧𝑡;𝑖 indicates the 𝑖-th row of 𝐙𝑡. The formalized process of the LSTM is as follows:

ℎ𝑧𝑡;𝑖
= 𝑜𝑧𝑡;𝑖

∗ tanh
(
𝐶𝑧𝑡;𝑖

)
, (2)

𝑜𝑧𝑡;𝑖
= 𝜎𝑧𝑡;𝑖

(
𝑊𝑜

[
𝑦ℎ𝑡−1;𝑖

, 𝑧𝑡;𝑖

]
+ 𝑏𝑜

)
, (3)

𝐶𝑧𝑡;𝑖
= 𝑓𝑧𝑡;𝑖

∗ 𝐶𝑧𝑡−1;𝑖
+ 𝑖𝑧𝑡;𝑖

∗ 𝐶̃𝑧𝑡;𝑖
, (4)

𝐶̃𝑧𝑡;𝑖
= tanh

(
𝑊𝐶 ⋅

[
ℎ𝑧𝑡−1;𝑖

, 𝑧𝑡;𝑖 + 𝑏𝑐

])
, (5)

𝑢𝑧𝑡;𝑖
= 𝜎

(
𝑊𝑢 ⋅

[
ℎ𝑧𝑡−1;𝑖

, 𝑧𝑡;𝑖

]
+ 𝑏𝑢

)
, (6)

𝑓𝑧𝑡;𝑖
= 𝜎

(
𝑊𝑓 ⋅

[
ℎ𝑧𝑡−1;𝑖

, 𝑧𝑡;𝑖 + 𝑏𝑓

])
, (7)

where 𝐶𝑧𝑡
is the cell state of LSTM, 𝑓𝑧𝑡

, 𝑧𝑡 , and 𝑢𝑧𝑡 represent the values triggering the forget gate, output gate, and update gate, 
respectively. 𝐶̃𝑧𝑡

is the candidate state, 𝑊 and 𝑏 represents the weight matrix and bias vector, respectively. 𝜎 is the sigmoid activation 
function. The input of LSTM layer is 

{
𝐙1,𝐙2,⋯ ,𝐙𝑙

}
, and the output is 𝐇𝑙 ∈ℝ||×𝑑 , where 𝑑 is the dimension of embedding.

3.2.3. Decoder layer

Given the input sequences 
{
𝐀1,𝐀2,⋯ ,𝐀𝑙

}
, we have obtained the temporal embedding 𝐇𝑙 which is used for predicting the future 

links that be represented as 𝐀𝑙+1 at time 𝑡 + 1. Subsequently, a two-layer fully connected neural network is employed as the decoder 
to predict future links. Specifically as follows:

𝐀′
𝑙+1 = 𝜎

(
𝑊𝜙𝐻𝑙 + 𝑏𝜙

)
, (8)

where 𝑊𝜙 and 𝑏𝜙 are the weight matrix and bias vector of the decoder.

3.3. Contrastive loss

Contrastive loss [44] is employed to make the past snapshots and the predicted snapshots of dynamic networks share as much 
information as possible. The contrastive loss aims to distinguish the links belonging to the same node at different snapshots from 
the links belonging to the other nodes. For any node 𝑣𝑖, the links belong to node 𝑣𝑖 at 𝑡-th snapshot can be defined as the 𝑖-th row 
𝑎𝑡;𝑖 of 𝐀𝑡, and 𝑎𝑡;𝑖 is treated as the anchor, the links belong to node 𝑣𝑖 at predicted 𝑙 + 1 th snapshot, 𝑎′

𝑙+1;𝑖, composes the positive 
sample, and the negative samples naturally consist of other nodes in the predicted snapshots. To enhance the decoder’s reconstruction 
capability in the numerous zero elements in 𝐀𝑡 resulting from the sparsity of the network, more attention should be paid to existing 
links during backpropagation. So we introduce a weighting matrix 𝐏 to penalize the incorrect prediction of links, 𝐏𝑖𝑗 = 𝛽 for 𝐀𝑡;𝑖𝑗 > 0, 
else 1, where 𝛽 is a hyperparameter to control the effect of penalizing incorrect prediction. The loss function of predicting the links 
6

at snapshot 𝑙 + 1 based on the past 𝑙 snapshots of the dynamic network can be expressed as:
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 =
𝑙∑

𝑡=1

𝑁∑
𝑖=1

− log
⎛⎜⎜⎝

𝑠𝑖𝑚(𝑎′
𝑙+1;𝑖, 𝑎𝑡;𝑖 ⊙ 𝑝𝑖)∑𝑁

𝑗=1 𝑠𝑖𝑚(𝑎
′
𝑙+1;𝑗 , 𝑎𝑡;𝑖 ⊙ 𝑝𝑖)

⎞⎟⎟⎠, (9)

where 𝑎𝑙+1;𝑖 is the 𝑖-th row of the predicted adjacency matrix 𝐀𝑙+1, 𝑎𝑡;𝑖 is the 𝑖-th row of 𝐀𝑡 in the input sequence 
{
𝐀1,𝐀2,⋯ ,𝐀𝑙

}
and 𝑝𝑖 is the 𝑖-th row of the penalty matrix 𝑃 , ⊙ is the Hadamard product and 𝑠𝑖𝑚 is a similarity function.

3.4. Multi-step temporal link prediction

For the multi-step link prediction problem, we employ 𝑘 decoders with the same but not shared parameters to obtain the adjacency 
matrices of 𝑘 future snapshots, where 𝑘 represents the length of predicted steps. We are able to obtain the predicted sequence, {
𝐀′

𝑙+1,𝐀
′
𝑙+2,⋯ ,𝐀′

𝑙+𝑘

}
through the 𝑘 decoders, where 𝑙 denotes the length of the input sequence.

Considering the structure information shared between different snapshots will decrease with time, we incorporate an exponential 
decay function into the loss function for multi-step prediction to simulate the influence of information sharing decays with time. The 
loss function of predicting the links of future 𝑘 snapshots based on the past 𝑙 snapshots of the dynamic network can be expressed as:

𝑚 =
𝑙+𝑘∑

𝑡′=𝑙+1

𝑙∑
𝑡=1

𝑁∑
𝑖=1

𝜃(𝑡′ − 𝑡) − log
⎛⎜⎜⎝

𝑠𝑖𝑚(𝑎′
𝑡′;𝑖, 𝑎𝑡;𝑖 ⊙ 𝑝𝑖)∑𝑁

𝑗=1 𝑠𝑖𝑚(𝑎
′
𝑡′;𝑗 , 𝑎𝑡;𝑖 ⊙ 𝑝𝑖)

⎞⎟⎟⎠ , (10)

where 𝜃 is the decay constant.

3.5. Complexity analysis

The computational complexity of optimizing CTLP is primarily determined by the weight parameters within the framework. 
Similar to some other deep learning methods based on contrastive learning, we assume that a simple CTLP framework consists of a 
structure encoder layer with 𝑚1 units, the hidden size of an LSTM layer is 𝑚2 and 𝑘 decoder layers, then the complexity of our model 
is:

(𝑛) ∼ 𝑛
(
𝑚1 + 𝑘𝑚2

)
+ 4

(
𝑚1𝑚2 +𝑚2

2 +𝑚2
)
, (11)

where 𝑛 is the number of all nodes. The computational complexity varies based on changes in the model’s structure. Despite the 
numerous parameters, CTLP can still quickly complete training and testing with the assistance of GPU acceleration.

4. Experimental setup

4.1. Datasets

Our experiments are performed on six real-world dynamic network datasets. We divide each dynamic network dataset into 
multiple consecutive snapshots. Table 2 presents the comprehensive statistics of these datasets, including the number of nodes, 
edges, and snapshots in each dynamic network. Further details are listed below.

1) HS11 and HS12 [45]: These are two social networks that record 77,602 contact events between 242 individuals at a French 
school.

2) ENRON [46]: The dataset comprises email communications among employees at Enron Inc. spanning from January 1999 to 
July 2002. In order to control the scale of the network, in this paper, our analysis specifically focuses on email communications 
between executives.

3) Cellphone [47]: This network is constructed based on cellphone call records within the fictional Paraiso movement, spanning a 
ten-day period in June 2006. Each node denotes a distinct cellphone, and an edge is established between two cellphones when 
a phone call is made between them.

4) UCIMsg [48]: The dataset comprises an online social network with private messages exchanged at the University of California. 
If one student sends a message to another student, an edge is created between them.

5) Bitcoin [48]: The network represents a trust relationship among individuals who engage in Bitcoin trading on the Bitcoin Alpha 
platform. Due to the anonymity of Bitcoin users, it is essential to track their reputations to safeguard against interactions with 
dishonest and high-risk users.

4.2. Baseline methods

We select two effective static network embedding methods and several temporal link prediction methods as our baselines and 
7

they are introduced as follows:
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Algorithm 1 Contrastive unsupervised temporal link prediction algorithm.

Input: GCN model 𝑔𝜇 , LSTM model 𝑔𝜓 , adjacency matrix sequence of 𝑙 snapshots {𝐀1,𝐀2,⋯ ,𝐀𝑙

}
, number of predicted snapshots 𝑘, 𝑘 decoders {𝑔𝜙;1, 𝑔𝜙;2,⋯ , 𝑔𝜙;𝑘

}
.

Output: Node embedding of different snapshots

1: for 𝑒𝑝𝑜𝑐ℎ ← 1, 2, ⋯ do:

2: for 𝑡 = 1 𝑡𝑜 𝑙 do:

3: Obtain the spatial embedding of each input snapshot, 𝐙𝑡 = 𝑔𝜇
(
𝐀𝑡

)
4: end for

5: Obtain the temporal embedding of 𝑙 input snapshots, 𝐇𝑙 = 𝑔𝜓
(
𝐙1,𝐙2 ,⋯ ,𝐙𝑙

)
6: for 𝑡′ = 𝑙 + 1 𝑡𝑜 𝑙 + 𝑘 do:

7: Generate links of the future snapshot, 𝐀′
𝑡′
= 𝑔𝜙;𝑡′

(
𝐇𝑙

)
8: end for

9: Compute the contrastive loss 𝑚 with Eq. (10)

10: Update parameters of model with Adam to minimize 𝑚

11: end for

Table 2

Statistical Details of the Datasets.

Datasets #Node #Edge #Snapshot

HS11 126 424 7

HS12 180 538 8

ENRON 151 292 12

Cellphone 400 512 10

UCIMsg 1899 20296 10

Bitcoin 3,783 24,186 7

Table 3

Average MAP Scores of Single-Step Link Prediction on Six Datasets.

Methods HS11 HS12 ENRON Cellphone UCIMsg Bitcoin

DeepWalk 0.0982 0.1013 0.1210 0.0689 0.0320 0.0127

LINE 0.0933 0.1152 0.1227 0.0128 0.0219 0.0207

DynAE 0.3373 0.3676 0.4187 0.6983 0.0726 0.0084

DynRNN 0.1496 0.2008 0.2740 0.4003 0.0493 0.0706

DynAERNN 0.1966 0.3196 0.5163 0.7128 0.1603 0.0840

DySAT 0.1242 0.0683 0.0713 0.0532 0.0442 0.0896

VGRNN 0.2537 0.2322 0.2709 0.2163 0.0609 0.0542

TMF 0.1961 0.1592 0.1968 0.3159 0.0718 0.0585

CTLP 0.3655 0.3850 0.4395 0.8172 0.1338 0.1043

1) DeepWalk [33]: It is the first network embedding technique that utilizes random walks on networks, the embedding vectors can 
reveal the latent similarity of pair nodes.

2) LINE [49]: This is a static network embedding method that utilizes a semi-supervised method to extract non-linear features of 
the network, and analyzes local and global structures of networks using different orders proximity.

3) DynAE, DynRNN and DynAERNN [40]: The three methods are direct temporal link prediction methods. DynAE is a deep 
autoencoder with multiple fully connected layers, DynRNN adopts RNN layers as the encoder and decoder layers of the autoen-

coder, and DynAERNN combines the fully connected layers with RNN layers as the encoder.

4) DySAT [19]: It is an innovative neural model that can learn effective node embeddings and capture the dynamic network 
evolution information through self-attention incorporating structural neighborhood and temporal dynamics.

5) VGRNN [20]: This model is hierarchical and variational, incorporating extra latent variables to extract the hidden states of 
dynamic networks with a graph recurrent neural network. It effectively captures changes in both network topology and node 
attributes in dynamic networks.

6) TMF [23]: This is an unsupervised temporal link prediction method, which utilizes matrix factorization to explicitly model the 
evolving features of network snapshots over time.

Among them, DeepWalk, LINE, DynAE, DynRNN, and DynAERNN are tailored for single-step link prediction problems, while 
DySAT, VGRNN, and TMF, are capable of addressing multi-step link prediction tasks.

4.3. Implementation details

For illustration, we use 𝑙 to represent the length of the input snapshots and 𝑘 to represent the length of the output snapshots in 
8

the multi-step link prediction task.
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Table 4

Average AUC Scores of Single-Step Link Prediction on Six Datasets.

Methods HS11 HS12 ENRON Cellphone UCIMsg Bitcoin

DeepWalk 0.6611 0.6940 0.7621 0.6057 0.6846 0.5253

LINE 0.6346 0.6510 0.6931 0.5690 0.6992 0.5344

DynAE 0.5684 0.6251 0.6230 0.6576 0.5139 0.5008

DynRNN 0.5795 0.6335 0.6942 0.5981 0.5399 0.5853

DynAERNN 0.5812 0.6744 0.7655 0.8589 0.5874 0.5827

DySAT 0.4908 0.4949 0.5017 0.4858 0.4948 0.4837

VGRNN 0.7813 0.8422 0.8079 0.8650 0.7293 0.6450

TMF 0.5520 0.7338 0.6887 0.6259 0.5605 0.5238

CTLP 0.7224 0.8127 0.8240 0.8682 0.7687 0.6071

4.3.1. Implementation details of baseline methods

For static network embedding baselines, i.e., DeepWalk and LINE, we first obtain the embedding of the current snapshot and 
subsequently predict the links of the next snapshot through an inner product decoder [10]. For direct temporal link prediction 
methods, i.e., DynAE, DynRNN and DynAERNN, during training, for the input of the 1, 2, ⋯ , 𝑙 snapshot, we use the links at the 
𝑙+ 1-th snapshot as the supervision information, while in the testing process, we utilize 2, 3, ⋯ , 𝑙+1 snapshot as the input to predict 
the links at the 𝑙 + 2-th snapshot. For network embedding-based temporal link prediction methods, i.e., DySAT and VGRNN, during 
the training process, for the input of 1, 2, ⋯ , 𝑙 snapshot, in the single-step link prediction, we use the 2, 3, ⋯ , 𝑙 + 1 snapshot as the 
reconstruction target. In the testing process, we use the 2, 3, ⋯ , 𝑙 + 1 snapshot as the input to obtain the embedding of the 𝑙 + 2-th 
snapshot and then utilize the obtained embedding to predict the links in the 𝑙 + 2-th snapshot by an inner product decoder. While 
in the multi-step link prediction, during training, we use the 1 + 𝑘, 2 + 𝑘, ⋯ , 𝑙 + 𝑘 snapshot as the reconstruction target, and use 
the obtained embedding of each snapshot to predict the links by an inner product decoder. For all baseline methods, we adopt the 
default parameter configurations as outlined in their original papers. As for the embedding dimension, we employ the same settings 
as our framework on each dataset.

4.3.2. Implementation details of CTLP framework

For all datasets, Adam optimization algorithm with the learning rate 0.001 is utilized to optimize the parameters of the model. And 
the early stopping is employed to mitigate overfitting. For HS11, HS12, ENRON, and Cellphone datasets, we do not add the penalty 
matrix since these networks are dense. For UCIMsg and Bitcoin datasets, we set 𝛽 = 60, 100 of the penalty matrix, respectively. The

embedding dimension 𝑑 is set to 64 for three small datasets, i.e., HS11, HS12, and ENRON, 𝑑 = 128 for Cellphone, UCIMsg, and 
Bitcoin datasets. For HS11, HS12, ENRON, and Cellphone datasets, we utilize the exponential function of vector inner product as the 
similarity measure function 𝑠𝑖𝑚, while for larger UCIMsg and Bitcoin datasets, we only apply vector inner product.

4.4. Evaluation metrics

Mean Average Precision (MAP) and Area Under the Curve (AUC) are utilized as our evaluation metrics. The MAP calculates the 
average precision across all nodes and can be defined as:

MAP =
∑

𝑖 𝐴𝑃 (𝑖)
|| , (12)

where 𝐴𝑃 (𝑖) =
∑

𝑘 𝑝@𝑘(𝑖)⋅𝕀
{
𝐸𝑝𝑟𝑒𝑑𝑖

(𝑘)∈𝐸𝑔𝑡𝑖

}
||||
{
𝑘∶𝐸𝑝𝑟𝑒𝑑𝑖

(𝑘)∈𝐸𝑔𝑡𝑖

}||||
and 𝑝@𝑘(𝑖) =

|||𝐸𝑝𝑟𝑒𝑑𝑖
(𝑘)∩𝐸𝑔𝑡𝑖

|||
𝑘

, 𝐸𝑝𝑟𝑒𝑑𝑖
and 𝐸𝑔𝑡𝑖

denote the predicted links and existing links that 

are connected to node 𝑖, respectively. A higher MAP value suggests that the model can provide more accurate predictions for the 
majority of nodes.

In 𝑢 independent comparisons, if the score of existing links is higher than the score of non-existent links 𝑢′ times and they receive 
the same score 𝑢′′ times, then we can conclude:

AUC = 𝑢′ + 0.5𝑢′′
𝑢

. (13)

To mitigate the impact of sparsity, we randomly sample the same number of non-existent links as existing links within the network 
before calculation.

5. Experimental results

5.1. Single-step link prediction

All methods are evaluated for single-step link prediction tasks on dynamic networks using MAP and AUC. Specifically, we set the 
input snapshot length 𝑙 = 3. For all snapshots in each dataset, we partition them into multiple groups of input and target output with 
9

the sliding window size 4 and step size 1. We take the average MAP and AUC scores of all input groups as the evaluation index. 
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Fig. 3. Single-step link prediction results in terms of MAP and AUC values of different methods across various real-world networks (a) HS11. (b) HS12. (c) ENRON. 
(d) Cellphone. (e) Ucimsg. (h) Bitcoin.

Table 3 and Table 4 present the results of single-step link prediction. Notably, the CTLP framework consistently outperforms baseline 
methods.

As shown in Fig. 3, considering that the varying patterns can help predict the structure, our framework consistently outperforms 
the unsupervised method TMF on all six datasets. This is because TMF is based on matrix factorization and struggles to capture 
complex temporal patterns of dynamic networks. Moreover, our method exhibits superior performance compared to all supervised 
methods on ENRON and Cellphone datasets. Across the HS11, HS12, and Bitcoin datasets, our method demonstrates a higher average 
MAP value than supervised methods, with the average AUC value being only slightly lower by a few percentage points compared to 
the embedding-based method VGRNN. On Ucimsg dataset, the average MAP value of our method is slightly below that of the direct 
temporal link prediction method DynAERNN, but our method excels with an average AUC value nearly 20%.

5.2. Multi-step link prediction

We adopt MAP and AUC to evaluate some methods on HS12, ENRON, Cellphone, and UCIMsg networks in a multi-step link 
prediction task. To be specific, we set the input snapshot length 𝑙 = 3 and the output snapshot length 𝑘 = 3. For each dataset, we 
partition all snapshots into multiple groups of input and target output with the sliding window size 6 and step size 1. We take the 
average MAP and AUC scores of all input groups as the evaluation metrics. The results of multi-step link prediction are presented in 
Fig. 4. It is evident that the CTLP framework significantly outperforms the baseline methods. Furthermore, the performance of CTLP 
on multi-step temporal links surpasses that of single-step link prediction, indicating the effectiveness of our framework in capturing 
network evolution patterns. We visualize the prediction results of the fifth snapshot of the ENRON dataset in Fig. 5 to specifically 
demonstrate the effectiveness of our method. Successful predictions are denoted by blue links, while unsuccessful predictions are 
represented by red links. It is evident that the prediction results of CTLP are significantly better than other baseline methods.

5.3. Parameter sensitivity analysis

We first study the impact of the embedding dimensions with different values on the single-step prediction task. Subsequently, we 
10

investigate the effect of the decay constant 𝜃 and the length 𝑙 of historical snapshots on the multi-step prediction performance.
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Fig. 4. Multi-step link prediction results in terms of MAP and AUC values of different methods across various real-world networks (a) HS12. (b) ENRON. (c) Cellphone. 
(d) Ucimsg.

Fig. 5. The real links in the fifth snapshot of ENRON network and the links predicted by different methods in the multi-step prediction task, the blue ones are 
successfully predicted and the red ones are failed. (a) The real links. (b) DySAT, 51.27% links successfully predicted. (c) VGRNN, 71.52% links successfully predicted. 
(d) TMF, 56.49% links successfully predicted. (e) CTLP, 80.02% links successfully predicted.

Fig. 6. The impact of embedding dimension on MAP and AUC values, where the embedding dimension is set to 64, 128, and 256 for each dataset, respectively.

5.3.1. Embedding dimension 𝑑
We vary the embedding dimension across 64, 128, and 256 and reported the corresponding MAP and AUC results on different 

dynamic networks in Fig. 6. It can be found that higher embedding dimensions generally yield better performance. This improvement 
can be ascribed to the lower-dimensional vector potentially losing more effective spatio-temporal information compared to a higher-
11

dimensional one. However, it is noteworthy that if 𝑑 exceeds a certain value, it may not provide additional contributions.
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Table 5

Average MAP Scores of Multi-Step Link Prediction on HS11 and HS12 Datasets 
with Different 𝜃 Values.

𝜃 value
HS11 HS12

𝑙 + 1 𝑙 + 2 𝑙 + 3 𝑙 + 1 𝑙 + 2 𝑙 + 3

𝜃 = 0.2 0.3278 0.4187 0.4068 0.4033 0.3882 0.3697

𝜃 = 0.4 0.3324 0.4155 0.4079 0.4023 0.3572 0.3698

𝜃 = 0.6 0.3381 0.4252 0.4032 0.3978 0.3820 0.3706

𝜃 = 0.8 0.3342 0.4046 0.3793 0.4198 0.3932 0.3779

𝜃 = 1.0 0.3626 0.4199 0.4083 0.4075 0.3679 0.3620

Table 6

Average MAP Scores of Multi-Step Link Prediction on ENRON and Cellphone 
Datasets with Different 𝜃 Values.

𝜃 value
ENRON Cellphone

𝑙 + 1 𝑙 + 2 𝑙 + 3 𝑙 + 1 𝑙 + 2 𝑙 + 3

𝜃 = 0.2 0.5788 0.5227 0.4789 0.8717 0.8640 0.8605

𝜃 = 0.4 0.5810 0.5196 0.4810 0.8726 0.8674 0.8618

𝜃 = 0.6 0.5778 0.5265 0.4848 0.8762 0.8662 0.8573

𝜃 = 0.8 0.5859 0.5362 0.4990 0.8713 0.8632 0.8571

𝜃 = 1.0 0.5761 0.5232 0.4870 0.8762 0.8634 0.8601

Table 7

Average MAP Scores of Multi-Step Link Prediction on ENRON and Cellphone 
Datasets with Different 𝑙 Values.

𝑙 value
ENRON Cellphone

start median end start median end

𝑙 = 1 0.6036 - - 0.8071 - -

𝑙 = 2 0.5986 0.5298 - 0.8661 0.8651 -

𝑙 = 3 0.5985 0.5502 0.5190 0.8744 0.8644 0.8643

𝑙 = 4 0.5392 0.5074 0.4941 0.8705 0.8687 0.8618

𝑙 = 5 0.5096 0.5093 0.5026 0.8590 0.8796 0.8552

5.3.2. Decay constant 𝜃
To simulate the decay of information sharing over time in the loss function of multi-step prediction, we employ an exponential 

decay function, with the decay constant 𝜃 regulating the extent of information shared between different snapshots. We evaluate the 
performance of CTLP across various 𝜃 values. The decay constant ranges from 0.2 to 1.0, and for each value of 𝜃, the length of input 
snapshots 𝑙 is 3 and the length of output snapshots 𝑘 is 3. Table 5 and Table 6 show the experimental results. Observing the results 
across different datasets, we note that varying 𝜃 values yield different outcomes. Specifically, on HS11 and Cellphone datasets, the 
predicted MAP value increases with the rise of 𝜃. Conversely, on HS12 and Enron datasets, the maximum MAP value is achieved 
when 𝜃 = 0.8. This is because the amount of information shared by different snapshots of various networks is different, which also 
conforms to the general rule in the real world.

5.3.3. Length of historical snapshots 𝑙
To assess the influence of historical snapshot input length on model performance, we train CTLP using different input lengths. 

The input length ranges from 1 to 5. Subsequently, we assess the variation in average MAP values on ENRON and Cellphone 
datasets for the multi-step link prediction task. We set the length of predicted snapshots equal to the input length, i.e., 𝑙 = 𝑘. The 
experimental results are presented in Table 7, showcasing the predicted start, median, and end snapshot results, respectively. The 
results indicate that as we predict farther into the future, the effectiveness of the predictions tends to decrease. Despite this, our 
framework consistently demonstrates strong capability in addressing the challenge of predicting longer snapshot sequences.

5.4. Ablation experiments

We further perform a multi-step link prediction task on the HS11, HS12, ENRON, and Cellphone datasets. We compare CTLP 
with three models degraded by removing the structure encoder GCN (denoted as CTLP†), replacing the GCN module with two fully 
connected layers (denoted as CTLP††) and removing the sequence model LSTM (denoted as CTLP‡). Table 8 displays the average 
MAP values of these models. The results demonstrate a sharp decrease in MAP scores when discarding the GCN module or LSTM 
module. This is because discarding structure encoder GCN or sequence model LSTM will lead the framework to lose the structural 
12

or temporal features of dynamic networks. When utilizing fully connected layers (FCN) as the structure encoder, the results are 
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Table 8

Ablation Study of Multi-Step Link Prediction on HS12 and Cellphone Datasets.

Methods
HS12 Cellphone

𝑙 + 1 𝑙 + 2 𝑙 + 3 𝑙 + 1 𝑙 + 2 𝑙 + 3

CTLP 0.3915 0.3603 0.3726 0.8744 0.8644 0.8643

CTLP† 0.1795 0.1706 0.1850 0.2461 0.2419 0.2360

CTLP†† 0.3752 0.3531 0.3599 0.2950 0.2870 0.2882

CTLP‡ 0.2854 0.2622 0.2592 0.2374 0.2283 0.2194

better than not using any structure encoder but inferior to employing GCN, which indicates the effectiveness of GCN in capturing the 
structure feature of each network snapshot.

6. Conclusion

Unlike previous studies that only focus on supervised temporal link prediction in dynamic networks, in this paper, we propose 
a deep contrastive framework called CTLP to address the challenge of unsupervised temporal link prediction in dynamic networks. 
The CTLP framework is based on deep encoder-decoder architecture, which can capture the complex nonlinear spatial features and 
temporal dependencies of dynamic networks. Moreover, our framework could handle the multi-step temporal link prediction prob-

lem of dynamic networks. Additionally, we perform extensive experiments and compare CTLP with state-of-the-art link prediction 
approaches on six real-world dynamic network datasets to verify the superiority of CTLP. Experimental results demonstrate that the 
CTLP framework significantly outperforms unsupervised methods, and even exceeds the supervised methods in some cases.

As for our future work, more attention will be focused on optimizing the contrast form that can capture more meaningful 
evolution characteristics of dynamic networks. Furthermore, we will also attempt to expand CTLP to more large-scale dynamic 
networks. Besides, we could also fuse node features to learn more effective dynamic network embedding and further enhance the 
performance of the model in temporal link prediction.
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